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Abstract
Single-shot coded-aperture optical imaging physically captures a code-aperture-modulated
optical signal in one exposure and then recovers the scene via computational image
reconstruction. Recent years have witnessed dazzling advances in various modalities in this
hybrid imaging scheme in concomitant technical improvement and widespread applications in
physical, chemical and biological sciences. This review comprehensively surveys
state-of-the-art single-shot coded-aperture optical imaging. Based on the detected photon tags,
this field is divided into six categories: planar imaging, depth imaging, light-field imaging,
temporal imaging, spectral imaging, and polarization imaging. In each category, we start with
a general description of the available techniques and design principles, then provide two
representative examples of active-encoding and passive-encoding approaches, with a particular
emphasis on their methodology and applications as well as their advantages and challenges.
Finally, we envision prospects for further technical advancement in this field.

Keywords: coded aperture, computational imaging, single-shot optical imaging, image
reconstruction techniques, optical instrumentation
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1. Introduction

1.1. Advantages and limitations of single-shot optical
imaging

Single-shot optical imaging has a wide range of appli-
cations and notable advantages in practical operation. By
recording a scene with only one exposure, it can capture
numerous dynamic events that are either non-repeatable or
difficult to reproduce. Examples include laser-induced dam-
age [1], irreversible chemical reactions [2], and neural sig-
naling [3]. To record such events, multiple-shot techniques
based on spatial and/or temporal scanning are inapplicable,
and single-shot optical imaging proves indispensable to study-
ing the underlying mechanisms [4]. From the perspective of

‘Corresponding Editor Professor Masud Mansuripur’.

practical operation, single-shot optical imaging is more robust
and can produce more accurate results than its multiple-shot
counterparts. Certain phenomena vary significantly over time
or occur seldom. Examples include laser-driven implosion and
dense plasma generation by high-energy, low-repetition laser
systems [5–7]. For these cases, scanning-based multiple-shot
methods would lead to significant inaccuracy and scant data
with reduced utility. In contrast, single-shot optical imaging
is more resilient to disturbances such as vibrational and other
environmental noises [8] and can avoid artifacts created by the
scanning units [9, 10].

Despite these clear merits, single-shot optical imaging
presents many challenges. First, the single exposure often
leads to a low signal-to-noise ratio (SNR) when there is a lim-
ited photon budget. This limitation is further aggravated when
the maximum illumination intensity is constrained for safety
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or if the objects have already been boosted to their saturation
state [11]. In these scenarios, high brightness light sources con-
tribute little to enhancing the image quality [12, 13]. Moreover,
conventional single-shot optical imaging systems can measure
the light intensity in only two dimensions (i.e. x and y), so
much of the information carried by light is lost.

1.2. Introduction to using coded apertures in single-shot
optical imaging

The limitations of conventional single-shot optical imaging
can be overcome by implementing coded apertures in imaging
systems. The coded aperture—in its original form, basically
a mask containing many pinholes—was first devised to solve
the inevitable trade-off between the spatial resolution and the
light throughput in a single-pinhole camera [14]. With a coded
aperture, element images produced by each individual pinhole
were overlapped on a film that recorded them all simultane-
ously in a single exposure. The acquired data were then pro-
cessed digitally to recover the image of the object. Although
initially used with high-energy radiation (e.g. x-rays or gamma
rays), the operating principle of coded-aperture imaging was
later adopted for single-shot optical imaging as a novel sensing
paradigm [15–19].

Single-shot coded-aperture optical imaging is a hybrid
imaging scheme. In general, its operation can be divided into a
physical data acquisition process followed by a computational
image reconstruction process. In data acquisition, the incident
light from a scene, I, is modulated by a coded aperture with
various other hardware to produce the recorded data, E. This
process can be expressed by a forward model of

E = OI, (1-1)

where O stands for the overall operation performed by the
hardware. Different from conventional optical imaging, the
acquired data often bears no apparent resemblance to the
scene. Hence the image is computationally reconstructed to
retrieve the image of the scene, Î, via a backward model of

Î = O′E, (1-2)

where O′ stands for the inverse operation of O and is per-
formed by the software.

1.3. Advantages of single-shot coded-aperture optical
imaging

Although adding a coded aperture increases the system’s com-
plexity, it provides many attractive advantages over conven-
tional counterparts. From the perspective of optical signal
processing, coded apertures enable optically implementing
various advanced mathematical models, including frequency
multiplexing [20], compressed sensing [21], and phase-space
computing [22]. Also, the prior information provided by a
coded aperture assists in designing a specific inversion matrix
to optimize image reconstruction [23]. Such a design can trans-
fer many unique properties embedded in these mathematical
models into the optical imaging systems. This valuable redefi-
nition of imaging problems significantly expands the design

space and enables compact yet high-performance imaging
systems. In particular, a coded aperture permits simultaneously
measuring information from different photon tags—variables
that describe the photon’s properties in space, directions,
time, spectrum, and polarization [24–26]. Meanwhile, with
thoughtful design of the coded aperture, the resulting sys-
tem enjoys high light throughput and thus increases the SNR
in data acquisition (referred to as the Jacquinot advantage)
[27]. The superior quality of the measured data also can pro-
vide greater contrast in the reconstructed image (referred to
as the Fellgett advantage) [28]. Capitalizing on these advan-
tages, single-shot coded-aperture optical imaging has been an
active research area, with new system designs and concepts
constantly reported. Numerous studies advance the imaging
speeds, fields of view (FOVs), resolutions, and measurement
sensitivity of existing systems. These new and improved sys-
tems are quickly deployed to explore new applications across
numerous disciplines, including biomedicine, physics, and
materials science.

Single-shot coded-aperture optical imaging benefits fur-
ther from the convenience of optical instrumentation and
advances in digital reconstruction. Compared to high-energy
radiation, light is much easier to modulate. Thus, coded aper-
tures for optical imaging can be easily generated by using
various manipulations of light (e.g. transmission, reflection,
and refraction) in both the spatial and temporal domains.
This flexibility has led to the development of numerous types
of coded apertures for optics. Among them, a notable pro-
pelling force is the advent and implementation of spatial
light modulators (SLMs). For example, electro-optic modula-
tors have been employed as high-speed shutters for temporal
encoding [29]. Micro-electromechanical-system-based digital
micromirror devices (DMDs) [30] and liquid crystal SLMs
[31, 32] have been widely used to produce high-resolution
spatial encoding masks. Further, these programmable SLMs
can be used to refine coded apertures based on measurement
feedback. Compared with their fixed counterparts [33–36],
programmable coded apertures enhance the performance and
versatility of imaging systems.

From the perspective of digital reconstruction, the con-
tinuous improvement in computational power has enabled
implementing sophisticated reconstruction frameworks for
single-shot coded-aperture optical imaging. New generations
of CPUs and graphics processing units provide ever-stronger
hardware resources for reconstruction algorithms. Newly
developed computational paradigms, such as parallel com-
puting and machine learning, have significantly enhanced the
speed and accuracy of image reconstruction. The superior per-
formance of these algorithms, in turn, relaxes the constraints
on the optical instrumentation [37]. In summary, the synergy
between optical engineering, mathematics, and computer sci-
ence has enabled single-shot coded-aperture optical imaging
to flourish.

1.4. Scope of this review

Although the development of single-shot coded-aperture opti-
cal imaging is burgeoning, to our knowledge, there is no
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timely and comprehensive survey of the field. Many reviews
of coded-aperture imaging solely discuss its operation with
high-energy radiation [27, 38]. Although the single-shot
aspect is mentioned, recent advances in the optical regime
are not covered. The desirability of such a review becomes
even more apparent with the realization that discussions of
single-shot coded-aperture optical imaging are often scat-
tered among other disciplines in optics, including structured-
light imaging, wavefront engineering, and lensless imaging.
However, the mainstream of work in these fields concerns
multiple-shot techniques, and how a coded aperture can allow
single-shot acquisition is often only briefly mentioned. Fur-
thermore, as a discipline in computational imaging, single-
shot coded-aperture optical imaging has overlapped with
other concepts, such as computational photography and com-
putational cameras [39]. Nonetheless, computational pho-
tography techniques focus more on combining multiple
images computationally for vision or graphic tasks. Work on
computational cameras emphasizes modifying conventional
consumer cameras to serve specific purposes. The major con-
ceptual differences among these fields would benefit highly
from distinction and individual scrutiny. Finally, researchers
in optics and in computer science are often unaware of the
latest developments in one another’s fields. It is necessary to
bridge this gap. All of these reasons call for an in-depth sum-
mary of the field that can benefit a broad readership from
diverse communities.

In this review, we comprehensively survey the cutting-
edge techniques in single-shot coded-aperture optical imaging
and their associated applications. For clarification, we define
key terms as follows. ‘Single-shot’ (also often refers to as
‘snapshot’ and ‘one-shot’) is defined as the capability of cap-
turing all required information in a single acquisition. Adopt-
ing the definition from established literature [40], we limit the
term ‘coded-aperture’ to refer to patterned masks that spatially
and/or temporally modulate light intensity. However, extend-
ing the conventional definition, we do not restrict the location
of the coded aperture in the system. ‘Optical’ refers to detect-
ing photons in the spectral range from the extreme ultraviolet
to the far infrared. Finally, ‘imaging’ takes place in at least
two spatial dimensions, i.e. x, y. As a result, we do not discuss
multiple-shot coded-aperture optical imaging methods, such
as phase-shifting-based three-dimensional (3D) profilometry
[41, 42], single-pixel imaging [43, 44], multi-encoding tem-
poral imaging [45], hyperspectral imaging based on multi-
ple coded apertures [46], variable-aperture-based light-field
imaging [47], synthetic-aperture-based microscopy [48], and
time-division imaging polarimetry [49]. We also exclude
one-dimensional single-shot coded-aperture optical imaging
[50]. Moreover, uniform modulation of the light intensity
(e.g. intensity attenuation using a neutral density filter) and
modulation of light properties without an intensity change
(e.g. angular modulation of an incident beam using a mir-
ror) are not considered as coded apertures in this context.
Finally, coded-aperture imaging using non-optical sources is
beyond the scope here [38]. Interested readers can refer to
the selected references cited here and the extensive literature
elsewhere.

1.5. Structure of this review

To avoid exhaustive enumeration, instead of compartmen-
talizing the existing techniques by applications, single-shot
coded-aperture optical imaging is categorized according to the
measured photon tags [24, 51, 52]. Illustrated in figure 1, there
are six categories: planar imaging, depth imaging, light-field
imaging, temporal imaging, spectral imaging, and polariza-
tion imaging. Depending on the location of the coded aper-
ture, each category is further divided into active-encoding and
passive-encoding approaches. One representative example is
selected for each approach. Active encoding provides direct
ways to manipulate the illumination incident onto the scene
and thus can leverage existing standard imaging tools (e.g.
microscopes and cameras) for data acquisition. However, it is
in general sensitive to all sorts of non-ideality of the objects,
including their color, absorption, and reflection/scattering
non-isotropy. Passive encoding allows coded apertures to be
compactly built into a detection module and hence is non-
intrusive to the scene. In addition, it does not require spe-
cialized active illumination, making it well suited for imaging
self-luminescent and color-selective scenes. Altogether, these
examples cover 12 ways of implementing coded apertures
to achieve single-shot optical imaging. The in-depth discus-
sion of each category starts with a brief summary of existing
research, followed by a description of the representative tech-
niques that includes details of systems’ operating principles,
the functions of coded apertures, mathematical models of data
acquisition and image reconstruction, and associated applica-
tions. In the last section, a summary and an outlook conclude
this review.

2. Planar imaging

In the early development of planar optical imaging, coded
apertures were less popular choices because light could be
easily manipulated, and two-dimensional (2D) sensors (e.g.
charge-coupled device (CCD) and complementary metal-
oxide-semiconductor (CMOS) cameras) were available. How-
ever, more recent developments have exploited the novel
properties of coded apertures to enable many new functions
and applications for single-shot planar imaging. Notable tech-
nical advancements include the enhancement of depth of focus
by analyzing changes in the diffraction patterns of coded aper-
tures at various distances [53, 54], the increase of spatial reso-
lutions by implementing Penrose pixels on a sensor [55], and
the design of ultra-thin photograph systems by modeling light
propagation [56]. These developments also enable new appli-
cations, such as seeing through scattering media [57], char-
acterizing imaging systems’ aberration [58], and discerning
details in surveillance and sports images [59, 60].

2.1. Temporally encoded grayscale illumination (TEGI)
microscopy

As a representative active-encoding approach, temporally
encoded grayscale illumination (TEGI) microscopy [61] is
used to remove motion blur in single-shot planar imaging.
Shown in figure 2(a), this technique is built upon an inverted
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Figure 1. Categorization of single-shot coded-aperture optical imaging according to the measured photon tags. In each category, one
active-encoding approach (magenta) and one passive-encoding approach (green) are detailed as representative techniques.

microscope with a custom-made light-emitting diode (LED)
array at 70 mm above the sample. The LED array, capable
of generating illumination with an 8-bit grayscale intensity, is
synchronized with a scientific CMOS camera that is placed at
the front port of the microscope. In data acquisition, the sam-
ple is moved on a motorized microscopy stage at a constant
speed in one direction. The LED array displayed a tempo-
rally coded aperture with 30 time-steps, each of which lasts
for 250μs. The light intensity within each time-step is spatially
uniform but with a different grayscale level. This coded illu-

mination is captured by the camera with an exposure time of
10 ms.

The forward model of TEGI microscopy can be expressed
using convolution. Neglecting noise, the acquired blurred
image is expressed in matrix algebra by

E = AI + η. (2-1)

Here η represents noise. A, denoted as the shearing matrix,
describes the convolution of an input image with a point
spread function (PSF) (figure 2(b)). Under the circumstance
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Figure 2. Temporally encoded grayscale illumination (TEGI) microscopy. (a) System setup. (b) Image formation of TEGI microscopy using
matrix algebra. (c) Fourier spectra of traditional exposure, TEBI and TEGI. (d) Comparison of traditional exposure (left column) and TEGI
(right column) in exposure schemes, acquired blurred images, and deblurred images. Adapted with permission from [61]. © OSA 2015.

of a one-direction motion blur, A is a circulant matrix. Its first
column is the PSF vector of length of the time steps padded
with (Nr − 1) zeros, where Nr is the number of rows in the
image. The next column is obtained from the previous one by
circularly shifting the entries one step downward. This process
continues until the PSF vector reaches the end of the column
[62].

The matrix representation allows searching for the optimum
temporally coded aperture, T(t), with the best invertibility of
the image reconstruction, by minimizing its condition number,
i.e.

min κ(A) subject to
∑

T(t) � γ and 0 � T (t) � 1.
(2-2)

Here, κ(A) denotes the condition number of A, and γ imposes
a user-chosen threshold that balances the image quality, blur
level, and light throughput. This non-convex optimization
problem can be solved by nonlinear or intelligent optimization
algorithms [61].

In image reconstruction, the captured image is digitally pro-
cessed using a deconvolution model for motion deblurring:

Î = A′E, (2-3)

where A′ is the pseudo-inverse of A in the least-square sense.
Figure 2(c) shows the frequency spectra of the traditional
aperture (i.e. fully open during the exposure), the temporally
encoded binary illumination (TEBI) [62], and the TEGI. The
sinc function produced by the traditional aperture has large
attenuation in most frequency ranges. Therefore, the decon-
volution process is sensitive to noise, especially at the sig-
nificantly attenuated frequencies, which is manifested by a
large conditional number of 231. In comparison, the TEBI and
TEGI methods have much lower conditional numbers of 17.3
and 12.9, respectively. Between the two temporal encoding
patterns, TEGI is superior, demonstrating a flatter broadband
response.

The motion deblurring ability of TEGI microscopy was
demonstrated by imaging moving microscopic objects [61,
63]. As an example, figure 2(d) compares the results of using
the traditional exposure and TEGI for imaging a moving Zea
mays (maize) root cross section sample. The acquired raw
data had similar levels of motion blurring. The blurred image
generated by the traditional exposure was deblurred using the
Richardson–Lucy algorithm [64, 65], which failed to recover
the fine details. In contrast, the image acquired by the TEGI
method was deblurred using the model in equation (2-3). TEGI
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microscopy shows successful restoration of all spatial details
in the deblurred image.

TEGI offers attractive advantages over previous attempts
at motion deblurring. First, it allows motion deblurring with-
out severely sacrificing light throughput. Conventional stro-
boscopic photography uses short flashes to freeze the motion
[66], which, however, often leads to a low SNR and hence
high noise in the image. In contrast, TEGI consists of many
short flashes with carefully chosen intensity and time points,
which largely enhances the overall light throughout. Since
the advent of temporally coded exposure, numerous works
have sought to better understand the underlying mathemati-
cal theory [67], to improve the technique’s speed and accuracy
[68], and to extend its application to spatially varying blurring
[69]. With faster and brighter stroboscopic light sources, the
motion deblurring ability could be further extended to fast and
arbitrarily moving objects [62].

From the perspective of image reconstruction, TEGI pro-
vides a new method for accurate deconvolution. Numerous
deconvolution methods, such as Wiener filtering [70], blind
deconvolution [71], and iterative restoration [72], have been
implemented to reduce image blurring by estimating PSFs,
which, however, remains a challenging problem for arbitrary
motions. Even with a known PSF, deblurred results have
amplified noise from small terms, resulting in an unacceptably
noisy reconstruction and resampling/quantization problems.
High frequencies are usually lost in the deblurred results, and
deblurring is often limited to blur from small movements [62].
TEGI, on the contrary, modulates the integration of motion in
such a way that the resultant PSF has maximum coverage in
the spatial frequency domain. This temporally coded aperture
thus preserves high spatial frequencies and hence turns the cor-
responding deblurring into a well-posed problem. As a result,
TEGI can accurately handle a large degree of motion blur with
a relatively simple decoding process.

2.2. Coded rolling shutter photography (CRSP)

Coded rolling shutter photography (CRSP) [73] is a represen-
tative of passive encoding in single-shot coded-aperture planar
imaging. Built upon CMOS image sensors (figure 3(a)), CRSP
uses new logic in the address generators to control the desired
row-reset (RST) and row-select (SEL) signals for coded read-
out and exposure. In a particular example, the pixel array of
the CMOS image sensor is coded with staggered readout and
three exposures—Δte1, Δte2, and Δte3 (figure 3(b)). The read-
out timings of each row do not overlap, which still satisfies the
requirement of CMOS architecture. Nevertheless, the single
snapshot acquired by CRSP consists of three interlaced sub-
frames with different exposure times (denoted as Ee1, Ee2, and
Ee3).

In image reconstruction, the three sub-frames are extracted
from the captured single snapshot (figure 3(c)) and are then
resized vertically to full resolution using cubic interpolation.
Next, Ee1 and Ee2 are used to calculate the camera motion
and to estimate the blurring PSFs in the sub-frames. After
motion compensation, two composed images, Ea1 = Ee1 +
Ee2 and Ea2 = Ee1 + Ee2 + Ee3 are computed for subsequent

processing. These two composed images combine two or three
down-sampled images at different phases (e.g. the image of
all odd rows and the image of all even rows). Thus, this
method effectively suppresses aliasing artifacts from interpo-
lation [74]. With knowledge of motion and exposure times, Ea1

and Ea2 are deblurred by an optical flow algorithm [75]. The
two deblurred images are denoted as Eb1 and Eb2. Finally, the
output image is computed by

Îr =
1
3

(
Ee1

Δte1
+

Eb1

Δte1 +Δte2
+

Eb2

Δte1 +Δte2 +Δte3

)
.

(2-4)
CRSP produced images with a high dynamic range and

without motion blur. In the reported experiment, Δte3 =
4Δte2 = 8Δte1. Thus, the improvement in dynamic range
was 20 log(Δte3/Δte1) = 18.06 dB. A reconstructed image is
shown in figure 3(d). Three zoomed-in views (marked by the
red, green, and blue boxes) highlight the comparison among
the three sub-frames (i.e. Ee1, Ee2 and Ee3) and Îr. With
short exposures, the sub-frames (i.e. Ee1 and Ee2) are dark
and noisy. With a long exposure, Ee3 is blurry and washed
out. In comparison, only Îr has high contrast without motion
blurring.

The technical advances of CRSP are manifested in three
aspects. First, by controlling the readout timing and expo-
sure length for each row of the CMOS sensor, the stag-
gered readout of CRSP in data acquisition allows developing
new image reconstruction methods to achieve a high dynamic
range without motion blur. However, these new functions trade
off the vertical resolution, which motivates future research
on designing new encoding schemes that leverage existing
de-interlacing methods [76–78] to increase vertical resolu-
tion. Second, single-shot data acquisition in CRSP avoids
multiple-shot drawbacks—such as ghosting [79] and motion
blur [80]—due to camera shake. These features make CRSP
an attractive candidate for hand-held cameras and cell phones.
Finally, CRSP is built upon existing architectures of CMOS
sensors [81, 82]. The control of row-wise readout and expo-
sure requires only implementing different logics in the address
generator, without any expensive hardware redesigning [83].
Overall, the flexible and versatile controls offered by CRSP
enhance CMOS sensors’ performance for specific studies.

3. Depth imaging

Single-shot coded-aperture depth imaging is attracting
research interest because of demands from widespread appli-
cations, such as on-line industrial inspection [84], multimedia
[85], biomedicine [86], human-computer interaction [87], and
security [8]. Among various approaches, structured-light pro-
filometry, time-of-flight (ToF) light radar (LIDAR), light-field
transportation are popular. In active-encoding approaches,
coded apertures have been implemented temporally by sinu-
soidal intensity modulation of illumination in ToF–LIDAR
[88], which extracts 3D surface information by detecting the
phase shift in the backscattered signal [89]. Coded apertures
have also been implemented spatially by structured light [90],
which senses the depth of a surface by estimating the disparity
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Figure 3. Coded rolling shutter photography (CRSP). (a) Architecture of a CMOS sensor. ADC, analog-to-digital converter; RST,
Row-reset; SEL, Row-select. (b) Time sequence of staggered readout. (c) CRSP snapshot. The zoomed-in view shows the intensity
difference in adjacent rows due to different exposure times. The flow chart on the right shows how the three sub-images are used to achieve
high dynamic range and motion deblurring. (d) Reconstructed image of (c) (left image) and demonstration of high dynamic range (right
images) in three selected regions (marked by the red, green, and blue boxes). © 2010 IEEE. Adapted with permission, from [73].

resulting from the deformation of the projected light pattern
[91, 92]. Other commonly used methods in structured-light
profilometry include color-encoded projection [93–95],
grayscale indexing [96–101], and wrapped phase demod-
ulation [102–105]. In passive-encoding approaches, most
techniques use a depth-dependent PSF to indicate the image
depth [106–111]. Typically, implementation involves placing
a spatially encoded aperture between the camera lens and
the sensor to estimate the depth by examining the shape
transformation of the aperture over depth [112]. Frequency
analysis, extended from planar imaging (section 2.1), is used
to optimize coded apertures for producing a more reliable and
precise depth map from defocusing than can be achieved with
traditional circular apertures [113–115]. Besides the efforts
in design optimization, polarization and color have been used
to multiplex measurements [116, 117]. These methods can

separate information mixed in the single acquisition in a
reciprocal domain, which is then used to recover the depth
information.

3.1. Microsoft KinectTM

Microsoft KinectTM for Xbox 360, a representative active-
encoding approach to single-shot code-aperture depth imaging
[118, 119], uses structured light to capture depth information.
As shown in figure 4(a), an 825 nm infrared projector illumi-
nates a 3D (x, y, z) scene with a dot-array pattern. The scattered
photons are captured by an infrared camera. In addition, a visi-
ble light camera between the infrared projector and the infrared
camera captures color images.

Before data acquisition, the KinectTM device is calibrated
off-line by using a highly reflective surface at a known distance
zREF [120]. The captured image, denoted as EREF (see the first
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Figure 4. Microsoft KinectTM for Xbox 360. (a) Structure of the device. (b) Projected coded pattern on a flat surface for reference image
acquisition (first row) and on a 3D surface for actual measurement (second row). Third row: comparison of a codeword (marked by the red
solid boxes in images in the first and the second rows). (d) Covariance of a measured codeword with its corresponding pair. (d) Visible
image (top) and depth image (bottom) generated by the KinectTM device. (a)–(c) Adapted by permission from Springer Nature Customer
Service Centre GmbH: Springer [119] © 2012. (d) Adapted from [118]. CC BY 3.0.

row in figure 4(b)), records the dot-array patterns. This calibra-
tion process compensates for all the non-idealities in both the
projector and the cameras, such as illumination non-uniformity
and image distortion. In data acquisition, a single image of
the dot-array pattern distorted by an unknown 3D surface is
recorded, denoted as EMEA (see the second row in figure 4(b)).

In image reconstruction, the first step of depth calculation
is to find the relative disparity, dREL, of each pixel over the
entire FOV between EMEA and EREF. In particular, a codeword

is defined for each pixel. This codeword contains a square array
of pixels, with the targeted pixel in the center (see the third row
in figure 4(b)). In this case, neighboring pixels share parts of
their codewords, thus making their coding interdependent. To
balance the accuracy of calculation and the interdependence
of codewords, windows of 7 × 7 [121] or 9 × 9 [122] pix-
els have typically been chosen as the size for a codeword. An
algorithm calculates the local similarity in covariance between
all the pairs of possible conjugate points and selects the pair
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that maximizes it. For example, figure 4(c) shows the covari-
ance of a codeword of a 9 × 9 pixel window centered at the
coordinates (19, 5) with the corresponding potential pair of the
same row. It peaks at nx = 19, indicating no lateral disparity
for this pixel. The second step is to refine the computed dispar-
ity map. The values returned from the covariance calculation
are integers, which limit depth resolution [123, 124]. This lim-
itation can be offset by a sub-pixel refinement technique with
an interpolation ratio of eight [121]. The last step in image
reconstruction is to compute the depth map using triangula-
tion. Given the known distance between the projector and the
camera (denoted by b) and the focal length of the camera and
the projector (denoted by f ), the measured depth, zMEA , can
be calculated by

zMEA =
b f zREF

dRELzREF + b f
. (3-1)

Figure 4(d) illustrates an example of a visible image and
its depth map captured by the KinectTM device [118]. The
black pixels in the depth image reflect areas of unknown depth,
which in this example are due to the noise and shadow effect
on the left side. The image is 640 × 480 pixels, with a depth
range from 0.5 to 15 m and with an imaging speed of 30 frames
per second (fps) [119]. Besides being the most popular applica-
tion in the gaming industry, the KinectTM device has been used
in numerous scientific studies that involve human-computer
interaction [125]. For example, it allows using hand and arm
gestures for interactive exploration of medical images [126],
and its touch-free interface makes it suitable for use in oper-
ating rooms. Other applications of KinectTM include robotics
[127], metrology [128], and augmented reality [129].

Microsoft KinectTM for Xbox 360 uses a randomly dis-
tributed dot pattern as a coded aperture. The random distri-
bution of the dots enables identifying interdependent local
codewords for computing the depth information. This grid-
index matching based method is easy to implement, well
suited for capturing dynamic scenes, and capable of deal-
ing with occlusions. However, it presents operational chal-
lenges, including low imaging contrast in the presence of high
intensity of wide-spectrum ambient light [130] and poten-
tial interference between multiple sensors used simultaneously
[131–133].

3.2. The FlatScope

The FlatScope is a representative of the passive-encoding-
based techniques in single-shot coded-aperture depth imaging
[134, 135]. Shown in figures 5(a) and (b), the FlatScope—the
world’s tiniest and lightest microscope—is constructed by
adding a binary transmissive coded aperture, termed a mod-
ified uniformly redundant array (MURA) pattern (detailed in
the next paragraph), ∼0.2 mm in front of a CMOS sensor.
The coded aperture is fabricated by photo-lithographically pat-
terning a 100 nm-thick film of chromium that is deposited
onto a 170 μm-thick fused silica glass wafer. The MURA
coded aperture has a minimum feature size of 3 μm. Under
a microscope, the coded aperture is aligned with the pixels of
the imaging sensor. To filter blue light, an absorptive filter is

epoxied to the coded aperture. Finally, the device is confor-
mally coated with a <1 μm-thick parylene layer for insulation.
The resultant FlatScope, a lensless microscope, is scarcely
larger than an image sensor (∼0.2 g in weight and <1 mm in
thickness).

In data acquisition, the scene is encoded by the MURA
coded aperture, denoted by M. Given a prime number p of the
form p = 4w + 1 (w is an integer), MURA is of size p× p. Let
i = 0, . . . , p− 1 and j = 0, . . . , p− 1 index the rows and the
columns, and then the MURA pattern can be written as [136]

Mi j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, if i = 0

1, if j = 0, i �= 0

1, if CiCj = 1

0, if CiCj = −1

, (3-2)

where

Ci and Cj =

{
1, if i or j is a quadratic residue modulo p

−1, otherwise
.

(3-3)
A MURA coded aperture, akin to previous URA patterns, pos-
sesses many attractive advantages [136]. It can produce a high
SNR in measurement. Moreover, its autocorrelation is a δ func-
tion. Furthermore, an MURA can be designed as a square pat-
tern, which is more easily adapted to the sensors. Finally, the
symmetric nature of an MURA can assist in developing new
and faster decoding algorithms.

The FlatScope leverages the separability property of an
MURA in its data acquisition. To prove this property, the first
row (i.e. i = 0) and the first column (i.e. j = 0) of the origi-
nal MURA are dropped. The remaining pattern, with a size of
(p− 1) × (p− 1), can be defined as

Mi j =

{
1, if CiCj = 1

0, if CiCj = −1
. (3-4)

With the definition of CI = CJ = {Ci}p
i=1 , M can then be

written in the separable form of

M =
1 + CICT

J

2
. (3-5)

The separable coded aperture allows the local spatially vary-
ing PSF to be decomposed into two independent terms [135].
Given a 3D (x, y, z) scene I that is discretized into a superposi-
tion of planar samples Id at D different depths, the FlatScope
captures it into a 2D (x, y) snapshot by

E =

D∑
d=1

(
PodIdQT

od + PcdIdQT
cd

)
. (3-6)

Here Pod and Pcd operate only on the rows of Id, and Qod and
Qcd operate only on the columns of Id (the subscripts ‘o’ and
‘c’ refer to ‘open’ and ‘coding’, respectively). The first term
models the effect of a hypothetical ‘open’ mask (i.e. with no
coded aperture), and the second term models the effect of the
coding of the mask pattern.
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Figure 5. FlatScope. (a) Schematic of 3D fluorescence imaging using the FlatScope. (b) FlatScope prototype (left) with a zoomed-in view
of the MURA coded aperture (top right) as well as the mask and spacer (bottom right). (c) 3D volume reconstruction of 10 μm fluorescent
beads suspended in agarose. (d) Comparison of lateral and axial resolutions between confocal microscopy and FlatScope. (e) Top row:
schematic of dynamic 3D fluorescence imaging using FlatScope. Bottom rows: representative captured frames and the corresponding
reconstructed results for two different depths at three time points. From [135]. Reprinted with permission from AAAS.

A calibration procedure is executed to determine
{Pod , Pcd Qod, Qcd} for d = 1, 2, . . . , D. A 5 μm slit is
placed ∼10 cm in front of an LED array. To mimic an
isotropic source and mitigate diffraction effects, a wide-angle
diffuser is placed between the light source and the slit. In
this way, the horizontal and vertical slits are translated over
the FOV of the FlatScope over each depth plane d. For each
measurement, a truncated singular value decomposition is
used to estimate the columns of Pod, Qod, Pcd , and Qcd .
This calibration needs to be performed only once, and the

calibrated matrices stay valid as long as the coded aperture
and sensor retain their relative positions.

In image reconstruction, the scene is recovered by using
regularized least-square minimization. In particular, the 3D
reconstruction problem was solved as a Lasso problem by

Î = arg min
I

(
D∑

d=1

‖PodIdQT
od + PcdIdQT

cd − E‖2
2

)
+λ1‖I||1,

(3-7)
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where ‖·‖2 and ‖·‖1 denote the l2 and l1 norms, respectively,
and λ1 is a weighting constant that balances the ratio between
the two terms. In practice, equation (3-7) is solved by using
the fast iterative shrinkage/thresholding algorithm [137]. The
reconstruction converges to a solution in under 15 min. The
reconstructed volumetric image had a lateral resolution of
<2 μm, a depth resolution of <15 μm, and an FOV of 6.52
mm2. Being lens-free, the FlatScope is not bounded by the
fundamental trade-off between FOV and resolution. Conse-
quently, for a given sensor size, the FlatScope can achieve
a 10× greater FOV than a traditional objective-lens-based
microscope.

The FlatScope’s imaging capability was first tested using
10 μm fluorescent beads suspended in an agarose solution.
A single exposure of 30 ms was made. The top images of
figure 5(c) show a FlatScope reconstruction as a maximum
intensity projection along the x, y, and z axes. The bottom
image of figure 5(c) shows the 3D positions of beads as esti-
mated by the FlatScope. This result was verified by imaging
the 3D fluorescent volume with a scanning confocal micro-
scope as the ground truth. The acquisition of this ground
truth required a total of 41 z-sections and took more than 20
min. The comparison shows that the FlatScope has sufficient
resolution in both lateral and axial directions to resolve 3D
fluorescent objects (figure 5(d)), and the single-shot volumet-
ric imaging makes the FlatScope 40 000 times faster in data
acquisition.

The FlatScope can capture 3D volumetric video at the
native frame rate of the image sensor. This capability was
demonstrated by imaging fluorescent beads flowing in two
channels separated axially by ∼100 μm (see the upper image
of figure 5(e)). The FlatScope was operated to capture 18
volumes per second. The images in the second to the fourth
rows in figure 5(e) show the captured data and the recon-
structed frames at z = 265 μm and at z = 355 μm at three
representative time points.

The FlatScope can image complete 3D volumes of sev-
eral cubic millimeters with a micrometer resolution at video
rate. The implemented MURA coded aperture modulates the
incoherent PSF, which makes high-frequency spatial infor-
mation recoverable at various depths. The separable nature
of this coded aperture (illustrated by equation (3-5)) mas-
sively reduces the number of images required for calibra-
tion. This feature, along with the amplitude modulation of
the coded aperture, reduces the complexity of the reconstruc-
tion algorithm so that the image can be recovered from the
sensor measurements in near real time. This new flat fluores-
cence microscopy paradigm may open new possibilities for
implantable endoscopes that minimize tissue damage, arrays
of imagers that cover large areas, and flexible microscopes that
conform to complex topographies [135].

4. Light-field imaging

Light-field imaging records the amount of light from every
direction that arrives at each point in the FOV [138]. Because
light-field cameras are one of the most popular applica-
tions in this field, the single-shot requirement has guided the

development of light-field imaging [139]. Coded apertures
have been a popular choice in light-field imaging. In
active-encoding approaches, coded apertures are used to engi-
neer specifically designed illumination that maps a four-
dimensional (4D) light field into intensity and color [140].
In addition, to achieve high spatial and angular resolutions,
4D light-field-encoded illumination can be implemented in
holograms or dynamic parallax barrier displays [141]. Other
techniques include using a 2D patterned pinhole array
with ptychography [142] and tomography [143]. In passive-
encoding approaches, system designs often leverage light-field
modulation in the phase-space domain, including filtering by a
photomask [144], convolution by a diffuser [145], shearing by
light propagation [146], and distortion by a phase plate [147].
These developments have allowed recovering high-resolution
light fields in lens-free and compact system architectures.

4.1. Light field background oriented Schlieren (LF-BOS)
photography

Light field background oriented Schlieren (LF-BOS) photog-
raphy is a representative of active-encoding approaches to
single-shot coded-aperture light-field imaging [148, 149]. The
system, shown in figure 6(a), consists of a light-field illumi-
nation module and a camera. The module is placed behind a
refractive object and photographed by the camera.

The light-field illumination module (figure 6(b)) is com-
posed of an LED lightbox, two stacked transparencies, and a
lenslet array. The LED lightbox maintains consistent lighting
throughout the capture process. Light-field codes are printed
onto the transparencies underneath the lens array at a resolu-
tion of ∼57 dots per millimeter (i.e. 1440 dots per inch). For
the first transparency, a green color gradient pattern is printed,
which encodes the emitted light ray’s location on the illumi-
nation module. For the second transparency, a periodic pattern
of a red color gradient is printed to encode the emitted light’s
directions. A lenslet array (with a focal length of 3 mm (i.e.
0.12 inches) and a diameter of 2.29 mm (i.e. 0.09 inches))
is mounted at its focal distance from this color-coded back-
ground. Overall, this light-field illumination module produces
smoothly modulated color and intensity that can be transferred
to an angular resolution of 0.32◦.

The design of this light-field illumination module enhances
the system’s robustness. The module and the camera are much
further apart than the module and the refractive object. This
arrangement yields a good approximation of a pinhole camera,
which simplifies the model in light-field computation. Nev-
ertheless, finite pixel sizes and small apertures, along with
strong distortions of the wavefront caused by refraction, often
amplify the integration area of each camera pixel in the space
of the light-field illumination module. However, because of
the smoothly modulated intensity and color produced by this
light-field illumination module, even if the pinhole assumption
breaks down and the captured colors degrade, the system can
still acquire information about the 4D light field.

Before data acquisition, the system is calibrated to correct
for the color transformations among specified digital images,
the printer’s gamut, and the color gamut of the camera. The
colors of the pattern are defined by the device-specific CMYK
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Figure 6. Light field background oriented Schlieren (LF-BOS) photography. (a) Prototype. (b) Design of the light-field illumination
module. (c) Schematic showing the identification of position and its normal for each point on a surface of a transparent object. (d) LF-BOS
photography of a transparent object. (a), (c) © 2011 IEEE. Adapted with permission, from [149]. (b), (d) Adapted by permission from
Springer Nature Customer Service Centre GmbH: Springer [148] © 2014.

color gamut of the employed printer. Then they are printed
with the device’s internal color mappings disabled. Finally, the
image of the light-field illumination module is recorded by the
camera in sRGB space. In this way, captured photographs can
be transferred into any desired color space as a post-processing
step.

The refraction in the FOV is analyzed by tracing the sur-
face normal of each point using Snell’s law (figure 6(c)). The
camera calibration provides the information of the incident
normalized rays, denoted by uin. The refracted ray directions,
uout, are also extracted from the imaged color. Thus, the total
angle of difference, θd, is computed by θd = cos−1 (uin · uout).
For two media with known refractive indices (denoted by n1

and n2), the angle between an incoming ray and the surface
normal is then given by

θin = tan−1

(
n2 sin θd

n2 cos θd − n1

)
. (4-1)

In this way, the surface normals are computed indepen-
dently point by point.

Figure 6(d) shows reconstructions of a transparent solid
glass object with a pineapple pattern, taken from a single shot.
The front side of this object was flat and parallel to the fine
details on the other side. The object was sufficiently thin that
ray displacements within the glass were negligible. Under uni-
form background illumination, the central part could not be
resolved. In contrast, the image captured by LF-BOS clearly
shows this part as a flat triangle mesh.

In summary, LF-BOS photography uses a coded-aperture
light-field illumination module to maps the directions of
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emitted rays to color and intensity. This knowledge guides
the light-field image reconstruction. Compared with previ-
ous Schlieren imaging techniques [150], LF-BOS photography
has a more compact setup, can better handle strong refrac-
tion, allows separating objects and background during focus
mismatch, and permits single-shot analysis. These advantages
make it particularly well suited to imaging dynamic transpar-
ent events, such as water surfaces, gas movements, and liquid
mixing. They also hold promise for the future development of
cell-phone-based LF-BOS microscopy [151] to map scatter-
ing distribution functions. LF-BOS has two main limitations.
First, the size of the refractive volume is limited by the size of
the light-field illumination module. In addition, the implemen-
tation of the lenslet array trades angular resolution for spatial
resolution. Alternative technologies, such as holographic light-
field encoding [152], could achieve high spatial and angular
resolutions simultaneously.

4.2. The heterodyne light field (HLF) camera

The heterodyne light field (HLF) camera is a representative of
the passive-encoding technique in single-shot coded-aperture
light-field imaging [153]. A prototype of this camera is shown
in figure 7(a). This camera is built on a flatbed scanner [154]
placed on the back of a large-format view camera fitted with a
210 mm-focal-length lens. A coded aperture with a size of 203
mm × 254 mm (i.e. 8 inches × 10 inches) is placed behind the
scanner’s glass surface (see the top-left image in figure 7(b)).
The mask is printed at a resolution of 80 dots per millime-
ter using a continuous tone film recorder. The top-right image
in figure 7(b) shows a part of the coded aperture. The pattern
on the mask is the summation of four 2D cosine functions
with different frequencies. The fundamental frequencies are
f0x = f0y = 1 cycle/mm. The other three cosine functions are
the harmonics (see the bottom image in figure 7(b)).

The data acquisition of the HLF camera is described by
using 2D light-field formulas for simplicity (figure 7(c)). The
full 4D description can be easily extended from this deriva-
tion. A band-limited scene is represented in the light field as
I(x, θ). Its Fourier transform thus satisfies Ĩ ( f x, fθ) = 0, when
| f x| � fcx and | fθ| � fcθ, where fcx and fcθ are the cut-off fre-
quencies in the Fourier light-field domain. I(x, θ) is multiplied
by the coded aperture. This encoded scene then propagates to
the sensor. In the Fourier light-field domain, this process can be
expressed as the convolution between Ĩ ( f x , fθ) and the Fourier
transform of the coded aperture. Light propagation shears the
Fourier spectrum of the coded aperture (see the top image in
figure 7(c)) with a tilt angle of αt = tan−1

[
lMS/ (lLS − lMS)

]
.

The separation of adjacent δ functions is f0 = μ
√

4 f 2
cx + f 2

θR,

where μ = 1/
√(

lMS/lLS
)2

+
[
1 −

(
lMS/lLS

)]2
is a scaling

factor, and fθR indicates the angular resolution of the light-field
measurement. Therefore, the result of this convolution will be
several spectral replicas of the light field along the slanted
line (see the middle image in figure 7(d)). Finally, the sensor
captures this encoded light field. This process retains only a
slice of the light field in the Fourier domain [155]. Because
the duplicated spectra are shifted angularly by the tilted angle

αt, different slices of the light field are captured by the sensor,
which enables reconstructing the full light-field datacube (see
the bottom image in figure 7(c)). Overall, the image formation
process can be expressed by in Fourier domain by

Ẽ ( f ) =
4∑

k=−4

Ĩ( f − k f0) for | fθ| � fθR/2. (4-2)

Here Ẽ is the Fourier transform of the captured snapshot.
Figure 7(d) shows an image captured using the HLF camera.
A zoomed-in view (marked by the green box in figure 7(d))
shows the attenuation of the sensor image due to the coded
aperture.

In image reconstruction, the captured snapshot is Fourier
transformed, which creates 9 × 9 spectral tiles due to the mod-
ulation by the cosine coded aperture (figure 7(e)). These spec-
tral tiles encode the information about the angular variation in
the light field. Each tile is filtered out, shifted to the center, and
inversely Fourier transformed to produce a perspective view of
the light-field image. In this way, the HLF camera recovers a
4D dataset with a size of 181 × 228 × 9 × 9 pixels.

The HLF camera provides an enhanced depth of focus. In
the example shown in figure 7(d), only the orange cone on the
right is in focus in the acquired data. In contrast, the recon-
structed image can be digitally focused to the front, to the back,
or over the entire scene (figure 7(f)). The horizontal black line
in the third and the fourth panels in figure 7(f) depicts the small
parallax between the views, being tangent to the white circle on
the purple cone (indicated by the white arrows in figure 7(f))
in the right image but not in the left image.

The HLF camera uses an attenuating coded aperture to
reversibly modulate the 4D light field. Although demonstrated
with a flatbed scanner in the prototype, the data acquisition
of the HLF camera can be well implemented with a 2D cam-
era in one exposure, making it the first design of a single-shot
light field camera that does not use any additional refractive
elements [153]. Unlike the traditional light-field imaging appa-
ratus [156, 157], no microlens array is used in the HLF proto-
type [158]. Combined with the Fourier slice theorem [155],
this coded-aperture-equipped system focuses just as a tradi-
tional camera to capture a single conventional 2D image at the
full sensor resolution, a capability with great potential to be
adapted to other imaging platforms.

5. Temporal imaging

Single-shot coded-aperture temporal imaging is a research
area of rising interest. The detection of time-of-arrival used to
be seldom performed due to the limited detection bandwidth
of sensors. In recent years, however, significant advances in
ultrafast laser systems [159], ultrafast detectors [160–164],
and new computational frameworks in imaging science [165,
166] have been applied in conjunction with coded aper-
tures to enable observing transient phenomena with imag-
ing speeds at the trillion-frame-per-second level in real time
[167]. Among active-encoding approaches, a pinhole array is
used with a lens to control both the intensity and the inci-
dent angles of pulses that probe a transient scene. The detector
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Figure 7. Heterodyne light field (HLF) camera. (a) Design and prototype. (b) Top left: arrangement of the coded aperture
and the sensor. Top right: zoomed-in view of a part of the coded aperture. Bottom: 1D illustration of the coded aperture as
a summation of four cosine harmonics and a constant term. (c) Image formation of the heterodyne light field camera. (d) A
captured image with a zoomed-in view of a local area. (e) Fourier transform of (d) and a zoomed-in image of a perspective
view. (f) Reconstructed images. First and second panels: near-focused and far-focused images. Third and fourth panels:
parallax between the two selected prospect views with all of the scene in focus. A local feature is pointed out by the white
arrows. Adapted with permission from [153]. © Association for Computing Machinery 2007.
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records the angularly encoded information in a single shot. The
temporal information can be extracted by ptychography [168,
169]. As another method, represented by the frequency recog-
nition algorithm for multiple exposures (FRAME) technique,
different carrier frequencies can be attached to individual inci-
dent pulses to probe the transient scene [170, 171]. The detec-
tor records the multiplexed data and separates the temporal
information in the Fourier domain. Among passive-encoding
approaches, popular methods include spatial encoding by a
static pseudo-random binary mask [172], temporal encoding
by using varied camera exposure with a lenslet array [173,
174], and spatiotemporal encoding by using a fast-moving
transmissive mask [175, 176].

5.1. Sequentially timed all-optical mapping photography
(STAMP)

Sequentially timed all-optical mapping photography (STAMP)
is a representative active-encoding approach in single-shot
coded-aperture temporal imaging [177]. The STAMP system,
shown in figure 8(a), consists of an ultrafast pulse source, a
temporal mapping device, a spatial mapping device, and an
imaging sensor. In data acquisition, a femtosecond pulse gen-
erated by the ultrafast pulse source enters the temporal map-
ping device, which consists of a temporal disperser and a
pulse shaper. The temporal disperser (e.g. a glass rod and/or
an optical fiber) first stretches the pulse to a certain pulse
width according to the requirement of the specific study, then
this temporally stretched pulse is encoded by a pulse shaper
(figure 8(b)). In particular, the first polarized beam splitter
ensures the linear polarization of a pulse entering the shaper.
The pulse is then spatially dispersed by a 600 lines/mm diffrac-
tion grating. Afterward, the pulse passes through a cylindrical
lens and a half-wave plate, which focuses each wavelength to
a different spatial point on a 128-element transmissive SLM at
a 45◦ polarization angle. The SLM modulates the phase over
the spectrum individually, which transfers to the changes in
polarization of each spectral unit. The modulation after the
SLM mirrors the preceding process. In this way, this tempo-
ral modulation unit produces six daughter pulses with equal
amplitudes to probe the transient scene. The transmitted pulses
go through the spatial mapping unit, which uses a diffraction
grating and imaging optics to separate them in space. Finally,
these pulses are recorded in different areas on a camera. In
total, STAMP can record six frames, each of which has 450 ×
450 (x, y) pixels.

STAMP’s image reconstruction consists of three steps.
First, the captured six frames are clipped from the captured
single snapshot to produce a movie. Second, to compensate for
the degradation in image contrast and background noise, each
frame is pixel-wisely divided by a reference frame obtained
without an excitation pulse. Finally, to further reduce noise and
to enhance the signal-to-backgroundcontrast, other filters (e.g.
high-pass filters) are applied to the compensated frames.

STAMP’s frame rate is equivalent to the reciprocal of the
temporal gap between adjacent daughter pulses, which is given
by [178]

R = (DdzdΔλFI)
−1, (5-1)

where Dd is the dispersion parameter, zd is the pulse’s propaga-
tion length through the dispersive element, andΔλFI is the dif-
ference between the center wavelengths of adjacent daughter
pluses (the subscript ‘FI’ refers to ‘frame interval’). In addi-
tion, the time-domain full-width-at-half-maximum (FWHM)
width of each daughter pulse is given by

τ =

√(
2Λ2

c ln 2
πcΔλET

)2

+ (DdzdΔλET)2, (5-2)

where Λc is the center wavelength of the pulse from the opti-
cal source, ΔλET is the bandwidth of the daughter pulse (the
subscript ‘ET’ refers to ‘exposure time’), and c is the speed
of light in vacuum. These two terms inside the square root in
equation (5-2) correspond to the Fourier-transform limit and
the effect of the temporal dispersion by the temporal mapping
device.

ΔλFI and ΔλET needs to be deliberately chosen to balance
the temporal dispersion and the transform limit. For largeΔλFI

values, ΔλET can be chosen to make τ � R−1, while for small
ΔλFI values, τ always exceeds R−1, resulting in a temporal
overlap between adjacent frames and hence causing a rela-
tively large degree of motion blur. In the demonstrated con-
figuration [177], STAMP achieved a tunable imaging speed
of up to R = 4.37 trillion fps with a temporal resolution of
τ = 733 fs.

STAMP has been applied to visualizing light-induced
phonon propagation in materials. A 70 fs, 40 μJ laser pulse
was cylindrically focused into a ferroelectric crystal wafer
at room temperature to produce coherent phonon-polariton
waves (figure 8(c)). In the recovered movie with an imag-
ing speed of R = 1.23 trillion fps (figure 8(d)), the first two
frames show the irregular and complex electronic response of
the excited region in the crystal at t < 1 ps [179, 180]. The
following frames show an upward-propagating coherent vibra-
tion wave. At t > 1 ps, phonon-polariton waves are produced
by impulsive stimulated Raman scattering and then propagate
in the crystal in the upper direction, leaving the electronic
response behind [181]. Movies were then taken with a finer
frame interval of R−1 = 229 fs. The analysis of intensity pro-
files in these frames (figure 8(e)) revealed a propagation speed
of 4.6 × 107 m s−1. The FWHM temporal width, central fre-
quency, and FWHM bandwidth of the pulse (averaged over
all frames) were found to be 337 fs, 1.39 THz, and 0.99 THz,
respectively.

STAMP uses a coded aperture to stamp each temporal
frame with different spectral information. This technique can
be easily integrated into existing spectroscopic apparatus, such
as a wavelength-selective switch [182], a computed tomog-
raphy imaging spectrometer [183], or an image mapping
spectrometer [184]. By leveraging the broad spectrum in ultra-
short laser pulses, STAMP exhibits one of the highest imaging
speeds among the active-encoding approaches to single-shot
coded-aperture temporal imaging. However, constrained by
temporal Fourier transformation, this method has an inevitable
trade-off between the temporal resolution and the sequence
depth (i.e. the maximum number of frames in each recon-
structed movie). These parameters can be optimized when
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Figure 8. Sequentially time all-optical mapping photography (STAMP). (a) System schematic. (b) Schematic of the pulse shaper. DG,
diffraction grating; HWP, half-wave plate; L, lens; M, mirror; PBS, polarized beam splitter. (c) Experimental schematic of observing lattice
vibrational waves with STAMP. (d) A STAMP movie at 1.23 trillion fps, showing the generation and propagation of lattice vibrational
waves. (e) Temporal waveforms with its carrier-envelope (marked by the black dashed lines) and corresponding spectra of the propagating
phonon pulse imaged at 4.37 trillion fps. Adapted by permission from Springer Nature Customer Service Centre GmbH: Nature Photonics
[177] © 2014.

dτ/dΔλET = 0 [178]. Under this scenario, it is estimated that
by using a total bandwidth of ∼200 nm, ΔλET =∼2 nm,
and Ddzd = 0.1 ps nm−1, it would be possible to achieve a total
of ∼100 frames with ∼200 × 200 (x, y) pixels per frame at a
frame rate of 5 trillion fps.

5.2. Compressed ultrafast photography (CUP)

Among the passive-encoding approaches to single-shot coded-
aperture temporal imaging, one representative technique is
compressed ultrafast photography (CUP) [185]. The schematic
of the first-generation CUP system is shown in figure 9(a).
In data acquisition, the dynamic scene, denoted as I(x, y, t),
is first imaged by a camera lens to the intermediate image
plane. Afterward, the light passes through a beam splitter and
is imaged to a DMD through a 4f system consisting of a tube
lens and an objective lens. A pseudo-random binary pattern is
loaded onto the DMD for spatial encoding. The light reflected

by the ‘ON’ pixels on the DMD is collected by the same 4f
system so that a spatially encoded dynamic scene is relayed
via the reflection of the beam splitter to the fully-opened
entrance port (5 mm × 17 mm) of a streak camera. After pass-
ing through this port, the image is further relayed by input
optics onto a photocathode, where photons are converted into
photoelectrons via the photoelectric effect. These photoelec-
trons are accelerated by a pulling voltage and then passed
between a pair of sweep electrodes. A linear voltage ramp
is applied to the electrodes so that the photoelectrons are
deflected to different vertical positions (along the y′′ axis in
figure 9(a)) according to their times of arrival. This operation
temporally shears the spatially encoded scene. The deflected
photoelectrons are amplified by a micro-channel plate and
then converted back to photons by bombarding a phosphor
screen. The image of the phosphor screen is relayed by output
optics to an internal imaging camera with a size of Nh × Nv

pixels (where the subscripts ‘h’ and ‘v’ denote ‘horizontal’
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Figure 9. Compressed ultrafast photography (CUP). (a) Schematic of the first-generation CUP system. (b) Illustration of data acquisition in
CUP. (c) CUP’s sensing matrix. (d) Single-shot T-CUP of temporal focusing of a femtosecond laser pulse at 2.5 trillion fps.
(e) Single-shot LLE–CUP of a propagating photonic Mach cone at 100 billion fps. (a) Adapted by permission from Springer Nature
Customer Service Centre GmbH: Nature [185] © 2014. (b) and (d) From [197]. Adapted with permission from AAAS. (e) Adapted by
permission from Springer Nature Customer Service Centre GmbH: Springer [196] © 2018.

and ‘vertical’, respectively). Via this spatiotemporal integra-
tion, the spatially encoded and temporally sheared datacube
is compressively recorded as a single snapshot, denoted as
E(m, n), where m and n stand for the indices of pixels in the
horizontal and vertical directions of the internal camera. In
this regard, the data acquisition of CUP can be expressed by
(figure 9(b))

E (m, n) = TSCI (x, y, t) , (5-3)

where the three operators, C, S, and T, represent the operations
of spatial encoding, temporal shearing, and spatiotemporal
integration, respectively. To assure good sensing performance,
the coded aperture and the associated sensing matrix need to be
incoherent with respect to the sparse basis that represents the
scene. Because random matrices are largely incoherent with
any fixed basis [186], they are used as a universal coded aper-
ture in CUP. If the numbers of pixels in the spatiotemporal

(x, y, t) cube of the dynamic scene are Nx , Ny, and Nt, the num-
bers of pixels in the captured snapshot should satisfy Nx � Nh

and Ny + Nt − 1 � Nv.
CUP’s data acquisition is further illustrated using a matrix-

vector expression. For simplicity, the following assumptions
are made: first, the PSF is perfect over the entire FOV. Second,
the shearing by the voltage ramp of the streak camera is linear.
Finally, there is a one-to-one mapping of the elements of the
aperture code to the detector pixels. These assumptions make
it easy to interpret CUP measurement as a linear process. As an
example, a datacube size of Nx = Ny = 6 and Nt = 3 is used.
A 6 × 6 pseudo-random binary pattern is illustrated in the
inset of figure 9(c). The sensing matrix of CUP is constructed
by sequentially multiplying the matrices of three operations
in the data acquisition. The final matrix consists of Nt sub-
matrices. Each sub-matrix (marked by the red dashed box in
figure 9(c)), with a size of

[
Nx × (Ny + Nt − 1)

]
×
(
Nx × Ny

)
,

has a structure that can be decomposed as follows. First, a
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diagonal pattern, formed by vectorizing the coded aperture,
repeats in each sub-matrix. In addition, Nx × (nt − 1) rows
are appended above this diagonal matrix (light-blue shaded in
figure 9(c)). Finally, Nx ×(Nt − nt) rows are appended below
this diagonal matrix (light-green shaded in figure 9(c)). Here,
nt = 1, 2, . . . , Nt stands for the index of frames. Experimen-
tally, the sensing matrix was assembled by calibration. The
coded aperture is first measured. Ensuing processing compen-
sates for various non-idealities, including the spatially varied
PSF, non-linearity in shearing, non-uniform spectral sensitiv-
ity, and subpixel misalignments between the aperture code
features and detector pixels.

CUP’s image reconstruction can be formulated by

Î = arg min
I

{
1
2
‖E − TSCI‖2

2 + βΦTV (I)

}
, (5-4)

where ΦTV(·) is a regularization function of the total varia-
tion (TV) that promotes sparsity in the dynamic scene, and
β is the regularization parameter. The solution to this min-
imization problem can be stably and accurately recovered,
even with a highly compressed measurement [187]. In prac-
tice, equation (5-4) can be solved by various methods, includ-
ing the two-step iterative shrinkage/thresholding algorithm
[188], alternating direction method of multipliers algorithm
[189], and augmented Lagrangian algorithm [190]. For the
first-generation CUP system, the reconstruction produced up
to 350 frames in a movie, with an imaging speed of up to 100
billion fps. Each frame contained 150 × 150 (x, y) pixels, and
the temporal resolution was quantified to be ∼50 ps [191].

The coded aperture used in CUP can be optimized to
improve the system’s performance. The number of needed pix-
els in the acquired snapshot is proportional to the product of
the coherence, the number of non-zero elements in the sparse
representation, and the number of voxels in the datacube [192].
Based on this relation, CUP has been optimized by three meth-
ods. The first method minimizes the mutual coherence between
the sensing matrix and the representation basis of the scene,
including using the genetic algorithm [193] and the gradient
descent algorithm [194]. The second method is to increase the
sparsity of the scene by transforming the scene into another
basis (e.g. the Fourier basis) [195]. Third, several designs
have been implemented in hardware to increase the number
of measured pixels by improving the detection capability of
the CUP system. As an example, an external CCD camera was
added to capture a time-unsheared view [196]. Accompanied
by a femtosecond streak camera, this innovation contributed to
the development of trillion-frame-per-second CUP (T-CUP),
with an imaging speed of 10 trillion fps. Another design,
termed lossless-encoding (LLE)–CUP, implements comple-
mentary encoding masks from the DMD [197]. Finally, multi-
encoding schemes, which first generate multiple replicas of the
scene and then use different masks for spatial encoding, can be
implemented [174].

As a universal imaging platform, CUP has found
widespread applications. For example, the ToF–CUP
has enabled single-shot encrypted volumetric imaging at 75
volumes per second [198]. This work was further extended
to secure optical communication [199]. In addition, CUP has

achieved single-shot fluorescence lifetime mapping [185, 200]
by recording both the excitation and the fluorescence emission
processes. Recently, the imaging capability of CUP has been
extended to phase-contrast [201] and hyperspectral sensing
[202]. Finally, the concept of CUP has been implemented
with off-the-shelf CCD and CMOS cameras [172], with
transmission electron microscopes [194, 203], and with active
illumination [204, 205].

Among these applications, CUP has been most popularly
used to image light dynamics. As an example, figure 9(d)
shows four representative images of the full evolution of the
temporal focusing of a femtosecond laser pulse, imaged by T-
CUP at 2.5 trillion fps in a single shot. A spatially chirped pulse
with a tilt angle of∼76◦ propagates toward the right. The pulse
width continuously narrows, resulting in an increasing inten-
sity that peaks at the temporal focusing plane (see the third
panel in figure 9(d)). After that, the pulse width is elongated,
resulting in a continuously weakened intensity. As another
example, figure 9(e) shows four frames of a video of a pho-
tonic Mach cone, imaged by LLE–CUP at 100 billion fps. This
superluminal event was induced by propagating a picosecond
laser pulse in a scattering panel assembled by materials with
different refractive indices. The movie produced by LLE–CUP
revealed the generation and ensuing propagation of a pho-
tonic Mach cone. The cone edges are seen as two light tails
extending from the tip of the propagating laser pulse, forming
a V-shaped wedge with a semi-vertex angle of 45◦.

In summary, CUP is a novel single-shot coded-aperture
temporal imaging modality with many advantages. Conceptu-
ally, CUP synergistically combines compressed sensing with
streak imaging. Despite using a single, static coded aper-
ture, the temporal shearing operation smears the spatially
encoded frames, which preserves the temporal information
in the compressively recorded snapshot. This unique scheme
adds another spatial dimension in streak cameras. It also offers
a large sequence depth (typically 300 to 1000 frames) in
the reconstructed movies. However, the spatiotemporal mix-
ture in CUP trades spatial resolution and resolution isotropy
for temporal resolution and the added spatial dimension
[185].

6. Spectral imaging

Single-shot coded-aperture spectral imaging has received an
increasing amount of attention in recent years [206]. Its broad
applications have included monitoring of cellular metabolism,
detection of disease in early stages, and non-contact analy-
sis of chemical composition for forensics [207–210]. Numer-
ous types of coded apertures have been developed for
single-shot spectral imaging. For example, SLMs are com-
monly used to project sparse illumination for parallel and
label-free micro-spectroscopy [211, 212]. As another example,
various designs of coded apertures—such as pinhole arrays
[213], lenslet arrays [214], and dimensional-reduction fiber
couplers [215]—are used to generate blank regions on the
sensor to record the spectral information. Moreover, many
color-filter arrays (e.g. the Bayer mode array) have been imple-
mented on either the illumination or detection side to encode

18



Rep. Prog. Phys. 83 (2020) 116101 Review

color information in a monochromatic sensor [216–218].
Among existing techniques, coded-aperture snapshot spec-
tral imaging (CASSI) has been a notably active research area
[219]. With a similar conceptual structure to CUP, CASSI
uses spatial encoding, spectral shearing, and spatiospectral
integration to compressively record an (x, y,λ) datacube in
a single exposure. CASSI’s development has proceeded on
many fronts, including pattern optimization [220, 221], new
applications in forensics and environmental studies [222],
novel image reconstruction methods [223], and hardware
improvement [224], and these efforts have led to CASSI’s
successful commercialization [225].

6.1. The Fourier-spectral-multiplexing (FSM) device

The Fourier-spectral-multiplexing (FSM) device is a repre-
sentative of active-encoding approaches to single-shot coded-
aperture spectral imaging [226]. In the FSM prototype shown
in figure 10(a), collimated broadband light first passes through
a 4f imaging system, in which a rotating color wheel is
placed in the Fourier plane for spectral modulation. The
color wheel contains six segments, whose spectra (shown in
figure 10(b)) are deliberately selected to minimize their spec-
tral correlation with one another. In addition, these filters
are broadband to increase their SNRs. The filtered light is
then shaped by a DMD-based band-limited projector [227].
As shown in figure 10(c), the light illuminates the DMD,
on which a binary pattern is loaded. Processed by a digital
halftoning algorithm [228], the Fourier spectrum of this binary
pattern precisely matches the imaging content to the corre-
sponding grayscale pattern at a limited system bandwidth.
To filter the high-spatial-frequency noise, an optical low pass
filter is constructed. Specifically, the reflected beam is Fourier
transformed by a concave mirror back to another area of the
DMD, where a pattern of three pinholes is displayed to per-
form spatial filtering. The filtered spectrum is Fourier trans-
formed by another lens. In this way, a single binary pattern
can be converted into a grayscale sinusoidal pattern that illumi-
nates the sample. The generated spatiospectral (x, y,λ) scene
is detected by a monochromatic camera in either reflection or
transmission mode.

In data acquisition, the rotation frequency of the color
wheel is set to be equal to the camera’s imaging speed of
24 fps, so within each camera exposure, six sinusoidal fringes
with different angles are generated by the DMD-based band-
limited projector. Each sinusoidal fringe thus modulates inci-
dent light filtered by a different segment in the color wheel.
In this way, six fringe patterns are incoherently added into
the same snapshot. The above data formation process can be
formulated by

E (x, y) =
J∑

i=1

∫
λ

f i (λ) I (x, y,λ) si (x, y) dλ. (6-1)

Here, f i (λ) represents the transmission spectrum of
each segment in the color wheel. Further, si (x, y) =
[1 + cos (r · ωi)] /2, where r = (x, y) is the 2D spatial
coordinates, and ωi represents the spatial frequency of the
attached sinusoidal pattern.

In image reconstruction with this device, E(x, y) is trans-
formed into the Fourier domain to separate the informa-
tion carried by each sinusoidal pattern. The desired content
is filtered out, shifted to the center, and inversely Fourier
transformed back to the spatial domain (figure 10(d)).
This process produces estimations of spectrally filtered
images, ÎFi (x, y). Then, various artifacts are removed by the
generalized alternating projection method [229] to improve
image quality. These images link to the hyperspectral datacube
Î (x, y,λ) by ÎFi (x, y) =

∫
λ f i (λ) Î (x, y,λ) dλ.

Next, Î (x, y,λ) is recovered by using a spectrum decompo-
sition method [230, 231], which is based on the theory that the
spectra of the natural materials can be represented as a linear
summation of a few (e.g. J = 6) characteristic spectral bases
[232], i.e.

I (x, y,λ) =
J∑

j=1

α j(x, y)b j(λ), (6-2)

where bj(λ) is the jth known spectral basis, and α j(x, y) is
the corresponding coefficient. Therefore, the spectrally filtered
images can be represented by

ÎFi (x, y) =
J∑

j=1

α j(x, y)Fi j. (6-3)

where Fi j =
∫
λ f i (λ) b j (λ) dλ. Î (x, y,λ) can be solved by the

following constrained optimization

arg min
α
‖IF − Fα‖2

2 + η1

∥∥∥∥∂2 I(x, y,λ)
∂2λ

∥∥∥∥
2

2

subject to I (x, y,λ) � 0. (6-4)

Here, IF =
[
ÎF1, ÎF2, . . . , ÎFJ

]T
, α = [α1,α2, . . . ,αJ]T ,

and F = {Fi j}. The parameter η1 weights the spectrum
smoothness.

The FSM device has been applied to imaging the diffusion
process [233]. A light blue pigment and an orange one were
poured sequentially into a glass of water. Figure 10(e) shows
two representative images of this process. The color of the
water gradually changes from light blue to a mixture of blue
and orange. The sinking and mixing of these two colored pig-
ments in the water results in a changing spectrum distribution
over the diffusion process.

In the FSM device, the coded aperture attaches sinusoidal
functions of different orientations to different colors into illu-
mination. The Fourier multiplexing makes it possible to sep-
arate band-limited image content in the spatial frequency
domain. In image reconstruction, the FSM device leverages
both the spatial and spectral sparsities of the natural scene
in a constrained optimization problem. This innovation pro-
vides the FSM device with high spatial and spectral resolu-
tions at a video rate, along with an economical setup and a
low computational workload compared with other single-shot
encoded-aperture spectral imaging techniques [234–236]. The
major limitation of the FSM device is the trade-off between
spatial resolution and the number of color channels. The lim-
ited spatial resolution could be mitigated by using various
demosaicing algorithms [237].
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Figure 10. Fourier-spectral-multiplexing (FSM) device. (a) System schematic. (b) Transmission spectra of the six segments on the rotating
color wheel. (c) Operating principle of DMD-based band-limited projection. (d) Snapshot of a flower by the FSM device (top) and its
Fourier transformation (bottom). The numbered orange-dashed boxes in the bottom image mark the spatial frequency content of filtered
images that are carried by the sinusoidal patterns to different regions in the Fourier domain. (e) Hyperspectral reconstruction of the diffusion
of blue and orange pigments poured sequentially into water. Reproduced from [226]. CC BY 4.0.

6.2. The hyperpixel array (HPA)TM camera

The hyperpixel array (HPA)TM camera is a representative
of passive-encoding approaches to single-shot coded-aperture
spectral imaging [238, 239]. In the example system shown
schematically in figure 11(a), the front optics image the scene
onto a pinhole array that spatially samples the scene. The sam-
pled image is then relayed to a CCD camera by a 4f imaging
system, in which a prism is placed to spatially disperse the
spectrum transmitted from each pinhole.

In data acquisition, the coded aperture used in the HPA
camera reserves pixels on the sensor to record the spectral
information. The spatial filtering by the pinhole array gener-
ates void spaces between adjacent pinhole images. In the ensu-
ing spectral dispersion, the prism shears the spectrum at 16◦

with respect to the pinhole array (figure 11(b)) so that all the
constituent colors in each pinhole are mapped without overlap,
filling in the void spaces. An example of a captured snapshot
is shown in figure 11(c).
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Figure 11. Hyperpixel array (HPA)TM camera. (a) System schematic. (b) Left: geometry of the coded
aperture. Right: illustrative intensity pattern on the sensor. (c) A hyperspectral scene (left) and the mea-
sured snapshot containing 20 visible wavelengths (middle). A zoomed-in view of a local area is shown
on the right. (d) Reconstructed hyperspectral images (top) and full spectra of two selected pixels (bottom).
(e) Representative (x, y) frames (top panels) at six wavelengths of a potassium nitrate (KNO3) smudge on a steel
coupon, along with the full spectrum (bottom). Adapted with permission from [238]. © (2009) COPYRIGHT Society of
Photo-Optical Instrumentation Engineers (SPIE). Adapted with permission from [239]. © (2012) COPYRIGHT Society of
Photo-Optical Instrumentation Engineers (SPIE).
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The HPA camera is calibrated by using monochromatic
light spanning the spectral range of the instrument to deter-
mine the wavelength-dependent (x, y) positions for every pin-
hole. Each resulting spot (excluding bad pixels) is fitted with
a 2D Gaussian model to provide a more accurate location of
its centroid. In this way, both the radiometric response and the
pinhole-to-pinhole non-uniformity correction are determined.
In image reconstruction, the calibration results are used as ref-
erences to re-map the 2D spectrally sheared image back to a 3D
(x, y,λ) datacube with compensated uniformity and intensity
[238].

Since its initial development, the concept of the HPA
camera has been realized in many different spectral bands.
Figure 11(d) shows a hyperspectral datacube recorded with a
visible-near-infrared HPA camera. The full spectrum of two
pixels—with the coordinates (64, 33) and (64, 35)—shows
that the HPA camera can distinguish foliage from the back-
ground. Leveraging this imaging ability, the HPA camera was
applied to recognizing and tracking moving objects (e.g. ves-
sels on water) based on their spectra. The HPA camera was
also used for video-rate visualization and identification of
chemicals in the mid-infrared spectrum. Figure 11(e) shows
several (x, y) frames at different wavelengths from a recon-
structed hyperspectral datacube of a potassium nitrate (KNO3)
smudge on a steel coupon [238]. The HPA camera has clearly
identified the chemical by its signature wavelengths.

Besides object recognition and chemical identification, the
HPA camera has been applied for many other purposes. For
example, it imaged complex chemical reactions in a plume
of gas in the infrared wavelength range [238]. The spectrum
information also marked temperature changes in additive and
subtractive manufacturing [240]. Furthermore, this technique
aided the spatiotemporal refocusing of a femtosecond laser
pulse through a scattering medium [241]. Finally, it has been
implemented in homeland security for counter-camouflage,
denial, and deception [242].

The HPA camera offers several advantages in space-
resolved spectral imaging. First, it acquires a relatively small
size (x, y,λ) datacube and has a low computational load for
post-processing. In addition, having a low-cost and compact
size with robust performance, the HPA camera is highly adapt-
able for hand-held devices as well as other platforms that have
restrictions for weight and size, including satellites, aircraft,
and robots. However, the pinhole-array-based HPA camera has
a low light throughput. This limitation has been alleviated by
using a lenslet array or a fiber bundle [214, 243]. Moreover,
the HPA camera has an inherent trade-off between spatial res-
olution and spectral resolution, which could be compensated
for by deploying multiple HPA cameras as an array or by
implementing compressed sensing methods [244].

7. Polarization imaging

Single-shot coded-aperture polarization imaging has emerged
as a potent research direction. It allows accurate and quick
analyses of light polarization to extract rich information that
reflects the physical, chemical, and biological properties of the

imaged environment [245–247]. In recent years, this modal-
ity has found increasing applications in diverse fields of study,
including metrology, remote sensing, target discrimination,
haze removal, and biomedicine [248]. Polarization can be used
to encode either illumination or emission photons as another
degree of freedom that contributes to novel optical imaging
system designs. In active-encoding approaches, spatial sinu-
soids are commonly used as coded apertures to modulate light
with different polarization states in single-shot optical sec-
tioning in microscopy [249, 250]. Among passive-encoding
approaches, a popular implementation is to monolithically
integrate a micropolarizer array (MPA) with a camera sen-
sor [251, 252]. In addition, SLMs [253] and patterned nanos-
tructures [254] are used to encode light’s polarization states
for image encryption [255], in both coherent and incoherent
imaging [256, 257].

7.1. Rheinberg polarization microscopy (RPM)

Rheinberg polarization microscopy (RPM) is an example
of active-encoding-based single-shot coded-aperture polariza-
tion imaging [258]. In the system shown in figure 12(a), a
liquid-crystal-display (LCD) projector is coupled to an upright
microscope by intermediary lenses. A designed coded aperture
pattern is projected onto the back focal plane of the condenser
lens so that light with different polarization states illuminates
the sample at different angles. The employed LCD projector
has three color channels (inset in figure 12(a)) that emit lin-
early polarized light. The red and blue color constituents have
the same linear polarization and are mutually perpendicular to
the green component. An analyzer is placed after the objective
lens to sense the polarization information of the specimen. The
analyzer is oriented orthogonal to the green illumination, so
that only red and blue are detected in the absence of any bire-
fringent material. In this way, Rheinberg imaging and polariza-
tion imaging are achieved simultaneously using a single coded
aperture.

RPM has been deployed to extract birefringent structures in
biological samples (figure 12(b)). The coded aperture (see the
inset in figure 12(b)) contains a red annular ring and a green
background. The white, red, and green arrows show the polar-
ization direction of the analyzer and the two emitted lights. The
sample is a translucent lily anther. The red in the image shows
the non-birefringent pollen sac and parts of the membrane. In
contrast, the green depicts the birefringent fibrous membrane
and the pollen sacs where mitotic and meiotic cells that nor-
mally contain filamentous mitotic spindles are present [259].
The dark background enables a polarization contrast ratio of
100:1.

RPM has also enabled structure-dependent polarization
imaging. To achieve this function, two geometries of coded
apertures were designed to pass polarized light. When the
cross-polarized light was used as a background, the system
probed birefringence from the zeroth-order scattering (see the
top image of figure 12(c)). This configuration allowed demar-
cating birefringence from low spatial frequencies (in green)
from the non-birefringent counterparts (in black and blue).
When the cross-polarized light passed through the annular
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Figure 12. Rheinberg polarization microscopy (RPM). (a) System setup. (b) Simultaneous polarization and Rheinberg imaging of a lily
anther, showing differential staining of birefringent (green) and non-birefringent sites (red). (c) Active isolation of birefringence and
non-birefringence on structures with low (top) or high (bottom) spatial frequencies. Reproduced from [258]. CC BY 4.0.

ring, the system probed birefringence from higher-order scat-
tering. In the bottom image of figure 12(c), the red background
is non-birefringent.Darker outlines in the sample are produced
by birefringent filaments, with, however, low scattering. Bire-
fringence at high spatial frequencies is shown in the yellow
regions (indicated by the black arrows in the bottom image of
figure 12(c)). In this way, this system separates birefringence
emanating from different spatial frequencies.

In summary, RPM achieves simultaneous polarization
imaging and optical staining of complementary structures. The
projection takes advantage of the polarized light of each pri-
mary color coming from the LCD projector itself. The acquired
images, reflecting the true colors that are optically stained on
the sample, do not require either image superposition or filter-
ing. The complexity and flexibility of the coded aperture can
be further enhanced by using polarized LED arrays [260, 261].

7.2. The micropolarizer array (MPA)-filtered CCD camera

The MPA-filtered CCD camera is a representative of
passive-encoding approaches to single-shot coded-aperture

polarization imaging [262]. In the system shown in
figure 13(a), the MPA itself consists of repeated groups,
each containing four pixelated linear polarization filters
oriented at 0◦, 45◦, 90◦, and 135◦. Each filter, matched in
size to the photodiode underneath, is composed of aluminum
nanowires with a 70 nm width, 140 nm pitch, and 110
nm height [263]. Directly deposited on the surface of the
imaging sensor, these filters are made in a series of optimized
nanofabrication steps: interference lithography, metal and
dielectric deposition, and reactive ion etching [263]. Overall,
this coded aperture functions as a spatially varied polarization
filter. In data acquisition, the acquired snapshot contains four
sub-frames, denoted by E0◦ , E45◦ , E90◦ , and E135◦ . Subse-
quently, these sub-frames are interpolated to regain the lost
spatial resolution [264, 265].

The image reconstruction process uses the captured snap-
shot to recover the angle of polarization (AoP) and the degree
of linear polarization (DoLP) [247]. In particular, the four sub-
frames are used to calculate the first three Stokes parameters
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Figure 13. Micropolarizer array (MPA)-filtered CCD camera. (a) Structure of an array that contains four photodiodes, each of which is
covered by a linear polarization filter with a different angle. (b) Single-shot images of DoLP (left) and AoP (right) of a bovine tendon.
(c) Time course of retardance in cyclic loading of force at 0.5 Hz. (d) As (c), but showing AoP spread. (e) Representative color images (left
column) and corresponding DoLP images (right column) of S. latimanus (top and middle) and S. lessoniana (bottom). (a) © 2017 IEEE.
Adapted with permission, from [262]. (b)–(d) Adapted with permission from [268]. © SPIE 2014. (e) Reproduced from [248]. CC BY 4.0.

by
S0 = E0◦ + E90◦ ,
S1 = E0◦ − E90◦ , and
S2 = E45◦ − E135◦ .

(7-1)

Then, AoP and DoLP are computed as

AoP =
1
2

tan−1

(
S2

S1

)
, and

DoLP =

√
S2

1 + S2
2

S0
.

(7-2)

MPA-filtered CCD cameras have been popularly applied
in biomedicine [266, 267]. As an example, figures 13(b)–(d)
illustrate the real-time high-resolution measurement of colla-
gen alignment in dynamically loaded soft tissue [268]. Cir-
cularly polarized light illuminated a bovine flexor tendon
mounted on a computer-controlled actuator and a six-degree-
of-freedom sensor stage. The transmitted light was captured
by the MPA-filtered CCD camera. Under this setting, the
angle of alignment θ and the retardance φ of the tissue sam-
ple were linked with AoP and DoLP by θ = AoP + 45◦ and
φ = sin−1 (DoLP). Figure 13(b) shows that the averaged align-
ment angle of tissue is at 122.9◦, with a spread of 6.78◦. In
addition, the single-shot imaging capability enabled analy-
sis of rapid movement. In particular, the actuator cyclically
loaded the tendon to between 2% and 3% strain at rates of
0.5, 1, and 2 Hz. The time histories of the average DoLP and

the spatial angular deviation of the AoP over the tendon area
were compared with the loaded forces (figures 13(c) and (d)).
Under conditions of high strain, the retardance was at the max-
imum, and the spread of the AoP cycled to the minimum. The
converse occurred during periods of low strain. This behav-
ior was expected because the fibers were more aligned when
pulled.

The MPA has also been used with a color camera in the
study of marine biology [248]. Figure 13(e) shows the snap-
shots of two marine animals (i.e. Sepia latimanus, a cuttle-
fish, and Sepioteuthis lessoniana, a squid) imaged in their
natural habitats. These animals exhibited polarization and
color signatures on their bodies. The simultaneous record-
ing of color and polarization enabled analyzing wavelength-
dependent DoLP. For the blue and red channels, the difference
was 6%–10%.

The MPA-filtered CCD cameras offer several advantages.
First, because the coded aperture is placed at the sensor plane,
the MPA can be integrated into a variety of cameras to enable
single-shot polarization imaging. Second, without any mov-
ing mechanical components, this compact camera is well
suited for in-situ imaging of live animals in studies of neu-
roethology and sensory ecology [269]. Finally, unlike conven-
tional rotating-polarizer-based imaging polarimetry, the MPA-
filtered camera is not affected by temperature-dependent co-
registration errors [270], which enhances its measurement
accuracy.
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Table 1. Comparative summary of representative techniques in single-shot coded-aperture optical imaging.

Category
Encoding
approach

Representative
technique

Coded
aperture’s
location

Coded aperture’s
pattern

Coded-aperture’s
function

Selected
application

Planar Active TEGI microscopy Object plane Temporally coded Production of PSFs with Motion deblurring
[61] grayscale pattern flat Fourier spectra in microscopy [61]

imaging Passive CRSP [73] Sensor plane Spatiotemporally Spatiotemporal High dynamic range
staggered pattern sampling photography [73]

Depth Active Microsoft KinectTM Object plane Random dot-array Production of codewords Human-computer
[118, 119] pattern for grid-index matching interaction [126]

imaging Passive FlatScope Between object MURA pattern Production of depth- 3D fluorescence microscopy
[134, 135] and sensor dependent PSFs [135]

Light-field Active LF-BOS Object plane Color-intensity Mapping light field to Schlieren photography of
photography [148] gradient pattern color and intensity transparent objects [148]

imaging Passive HLF camera [153] Between object Summation of 2D Light-field multiplexing Digital refocusing [153]
and sensor cosine harmonics

Temporal Active STAMP [177] Object plane Uniform binary Mapping spectrum to time Light-matter interaction [177]
pattern

imaging Passive CUP [185] Between object Random binary Compressive sampling Light dynamics visualization
and sensor pattern [196, 197]

Spectral Active FSM device [226] Object plane 2D sinusoidal Spatiospectral Analysis of diffusion
patterns multiplexing process [226]

imaging Passive HPATM camera [238] Between object Pinhole array Spatiospectral sampling Chemical detection
and sensor and analysis [239]

Polarization Active RPM [258] Object plane Annular ring Mapping polarization to Analysis of birefringence in
color and intensity biological samples [258]

imaging Passive MPA-filtered CCD Sensor plane Four-value MPA Spatio-polarization Marine biology [268]
camera [248] filtering

8. Conclusions and outlook

In this review, we present a taxonomy of single-shot coded-
aperture optical imaging, arranged according to the mea-
sured photon tags. The field can be divided into six
categories—planar imaging, depth imaging, light-field imag-
ing, temporal imaging, spectral imaging, and polarization
imaging. According to the position of the coded aperture with
respect to the scene, these categories are further divided into
active-encoding and the passive-encoding approaches. A total
of 12 representative techniques are surveyed from the aspects
of system schematics, data acquisition, image reconstruction,
and selected applications, as well as their advantages and/or
limitations. This information is summarized in table 1. The
examples presented were not selected for the popularity of
the techniques, but rather to broadly cover typical functions
of coded apertures used in imaging systems. In addition, to
promote interaction between related communities, six tech-
niques were selected from the literature in computer graphics,
while the other six were chosen from publications in optics.
Of course, coded aperture techniques are not limited to these
examples. Several popular techniques in each category are also
been briefly mentioned at the beginning of each section in
sections 2–7. However, a fully panoramic view of this fast-
expanding field is never possible, resulting in possible omis-
sions. Therefore, this review serves as a pedagogical tool to

provide researchers with deeper insights into typical methods
and applications of single-shot coded-aperture optical imag-
ing. In practice, researchers could use these general guide-
lines to develop the most suitable technique for their specific
studies.

Single-shot coded-aperture optical imaging will certainly
continue its fast growth. This interdisciplinary field is built
upon the marriage of optical engineering and computer
science. Fast progress in related disciplines, such as opto-
electronic devices, lasers, and imaging sciences, as well as
computational power, advanced algorithms, and signal pro-
cessing theories, will create new imaging techniques and will
improve the performance of existing ones. Both disciplinary
advances, in turn, will enable new applications in both sci-
ence and industry. In the following, we provide an outlook on
potential technical development.

First, the synergy of a coded aperture with optical
components that perform the shearing operation could become
a general design concept in single-shot coded-aperture opti-
cal imaging. The shearing operation is naturally embed-
ded in many optical processes. For example, shearing is
incorporated in the model to describe image blurring [61]
(section 2). Light propagation automatically induces shear-
ing in phase-space measurement for light-field imaging [39]
(section 4). Temporal shearing can be readily performed by
using various streak cameras [164, 172] (section 5). Spectral
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shearing is routinely achieved using standard optical compo-
nents, such as prisms and gratings (section 6). In addition,
shearing is an elegant way to reduce the dimensions of dat-
acubes for use within the 2D (i.e. x, y) imaging capability
of standard cameras. The prior information provided by the
coded aperture will allow unmixing the multiplexed measure-
ment. Among the six categories, four have implemented coded
apertures with a shearing operation. It is expected that this
paradigm will soon be adapted to sense depth and polarization
in single-shot coded-aperture optical imaging.

Second, high-dimensional single-shot coded-aperture opti-
cal imaging will gain increasing research attention. Many
optical events are reflected simultaneously by multiple pho-
ton tags, and its high-dimensional imaging capability will
significantly enhance the application scope of single-shot
coded-aperture optical imaging. Thus far, a few techniques
have already been explored, including coded-aperture snap-
shot spectral polarization imaging [271] and compressive
spectral temporal imaging [205, 272]. It is envisaged that
coded apertures could provide a path that leads to single-
shot optical imaging with all the photon tags covered in this
review.

Third, the interaction of different fields and the exchange of
existing techniques in single-shot coded-apertureoptical imag-
ing will be increasingly promoted. The underlying mathemat-
ical expressions of many single-shot coded-aperture imaging
techniques are universal and can thus be adapted to other sys-
tems. Examples include CUP (section 5.2) and CASSI, as well
as the FRAME technique and the FSM device (section 6.1).
It is also predicted that these advances in optics will
spur conventional coded-aperture imaging using high-energy
radiation.

Fourth, deep-learning-based computational frameworks
will be progressively used in single-shot coded-aperture opti-
cal imaging. Artificial intelligence could partially compensate
for the incapabilities of existing physical-model-based recon-
struction algorithms. Therefore, its adoption in this field is
a natural and fruitful research direction. Recent research has
successfully implemented the deep neural network in sens-
ing depth and spectrum in single-shot coded-aperture optical
imaging [273, 274]. This trend will undoubtedly continue and
diffuse into other categories in this field. In addition, artificial
intelligence could assist in optimizing coded apertures. Many
established theories are applicable to refining the patterns on
the coded apertures, including the restricted isometry property
[192] and image noise models [275]. The implementation of
novel algorithms in aperture optimization will continue to be
an integral part of the research.
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